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COMPILER DESIGN  - MULTIPLE CHOICE QUESTIONS 

UNIT I

1. A compiler which allows only the modified section of the source code to be recompiled is called
(A) Subjective compiler   



B) Dynamic compiler

(C) Re-configurable compiler     


D) Incremental compiler
Ans: D

2. A compiler is preferable to an interpreter because

(A) Debugging can be faster and easier
(B) If one changes a statement, only that statement needs re-compilation
(C) It is much helpful in the initial stages of program development
(D) It can generate stand alone programs that often take less time for execution 
Ans: D
3. Which of the following symbol table implementation has the minimum access time?

(A) Self-organizing list
(B) Linear

(C) Search tree             (D) Hash table 
Ans: D
4. A top-down parser generates

(A) Left-most derivation in reverse        

(B) Left-most derivation

(C) Right-most derivation in reverse 

(D)Right –most derivation 
Ans: B
5. Which of the following parsers is the most powerful?

(A) SLR  


(B) LALR

(C) Canonical LR  
     (D) Operator-precedence 
Ans: C
6. Which table is a permanent database that has an entry for each terminal symbol?

(A)  Reductions  

(B) Identifier table
(C) Literal table  
    (D) Terminal table 

Ans: D
7. The action of parsing the source program into proper syntactic classes is called

(A) General syntax analysis  


(B) Interpretation analysis

(C) Syntax analysis




(D) Lexical analysis 
Ans: D
8. A bottom-up parser generates

 

  (A) Left-most derivation in reverse      

(B) Left-most derivation

(C)Right-most derivation in reverse  

(D) Right –most derivation 
Ans: C
9. The bottom-up parsing method is also called

(A) Shift reduce parsing 



(B) Predictive parsing

(C )Recursive descent parsing 


(D) None of these 

Ans: A

10. Synthesized attribute can be easily simulated by a

(A) LR grammar 

(B) LL grammar
(C) Ambiguous grammar 
(D) None of these 
Ans: A
11. The top-down parsing method is also called

(A) Operator precedence parsing  

(B)Recursive descent parsing
(c )Shift reduce parsing  



(D) None of these 

Ans: B
12. Which of the following techniques is used to replace run-time computations by compile time computations?
(A) Constant folding 



(B) Code hoisting
(C ) Pee phole optimization  


(D)Invariant computation

 Ans: A
13. The most general phase structured grammar
(A) Context sensitive  



(B) Context free
(c ) Regular 





(D)None of these

 Ans: A
14. Which of the following class of statement usually produces no executable code when compiled?

(A) Assignment statement  


(B)Structural statements

(C ) Input and output statements  

(D) Declaration 

Ans: B
15. Linear analysis is called_____________ in a compiler.
(A) Lexical analysis  
(B) Scanning

(C) Testing

(D) Both a and b 

Ans: D
16. Lexical analysis is about breaking a sequence of characters into

(A) Tokens   

(B) Lines

(C)Groups  

(D)Packets 

Ans: A
17. The phase Syntax Analysis is modeled on the basis of

(A) High level language 



(B) Low level language
(C )Context free grammar 


(D) Regular grammar 
Ans: C
18. Compiler is a program that
(A) Accepts a program written in a high level language and produces an object program
(B) Appears to execute a source program as if it were machine language
(C) Automates the translation of assembly language into machine language
(D) Places programs into memory and prepares them for execution
Ans: A
 An optimizing compiler

(A) Is optimized to occupy less space

(B) Optimized the code
  (C) Is optimized to take less time for execution (D) None of these 
Ans: B
19. A compiler for a high level language that runs on one machine and produce code for different machine is called

(A) One  pass compiler 



(B)multipass compiler
 (C) croos compiler 




(D)optimizing compiler 
Ans: C
20. The graph that shows the basic blocks and their successor relationship is called

(A) Hamiltonian graph 



(B) Control graph
(C)Flow graph 




(D) DAG 
Ans: C
21. _______
constructs the desired target program from the intermediate representation of the source program.
(A) Analysis part 




(B) Lexical part
(C)Synthesis part 




(D) None of these 

Ans: C
22. What is the name of the process that determining whether of tokens can be generated by a grammar?

(A) Analysing 




(B) Parsing
  (C) Translating




(D) Recognizin

Ans: B
23. _________ grammars are not phase structured grammar.

(A) Regular





(B) Context free
  (C) Context sensitive



(D) None of these 

Ans: D
24. The parsing technique that avoids backtracking is

(A) Top-down parsing



(B) Recursive-descent parsing
  (C) Predictive parsing



(D) Both (b) and (c) 

Ans: D
25. CSG (COntext Sensitive Grammar) can be recognized by

(A) Push  down automata



(B) Finite  state automata
  (C) 2-way linear bounded automata

(D) All of the above 
Ans: C

26. Which of the following symbol table implementation is based on the property of locality of reference?
(A) Linear list




(B) Self-organizing list
  (C) Search tree




(D) Hash table 

Ans: B
27. The process of searching for matched tokens is typically described using ________

(A) Finite automata



(B) Regular expressions
  (C) Context free grammar


(D) Both a and b 

Ans: D
28. Loader is a program that
(A) Places programs into memory and prepares them for execution
(B) Automates the translation of assembly language into machine language
(C) Accepts a program written in a high level language and produces an object program
(D) Appears to execute a source program as if it were machine language 
Ans: A
29. Interpreter is preferred over a compiler is

(A) During program development phase
(B) When storage space is to be minimized
(C) When efficient use of computer resources is the consideration
(D) All of these 
Ans: A
30. Which of the following is used for grouping of characters into tokens?

(A) Scanner





(B) Code generator
  (C) Code optimizer



(D) Parser 

Ans: A
31. Type checking is normally done during
(A) Code optimization



(B) Syntax directed translation
  (C) Lexical analysis



(D) Syntax analysis 

Ans: B
32. Back- patching is useful for handling
(A) Forward references



(B) Backward references
 (C) Conditional jumps



(D) Unconditional jumps 
Ans: A
33. _________  is considered as a sequence of characters in a token.

(A) Pattern





(B) Texeme
  (C) Lexeme





(D) Mexeme
Ans: C
34. _________ or scanning is the process, where the stream of characters making up the source program is read from left to right and grouped into tokens.

(A) Modeling




(B) Diversion
  (C) Lexical analysis



(D) All of these 
Ans: C
35. LR stands for

(A) Left to right




(B) Left to right reduction

  (C) Right to left



(D) Left to right and right most derivation in reverse 
Ans: D
36. Recursive descent parsing belongs to the class of

(A) Top-down parsing



(B) Bottom-up parsing
  (C) Predictive parsing



(D) None of these 

Ans: A

37. The graph depicting the inter-dependencies of the attribute of different nodes in a parse is called

(A) Dependency graph



(B) Karnaugh’s graph
  (C) Steffi graph




(D) Flow graph 

Ans: C
38. Compiler should report the presence of program, ___________ in the sour translation process.

(B) Text


(B) Errors

(C) Classes


(D) Objects 
Ans: B
39. A basic block can be analyzed by

(A) Graph with cycles



(B) DAG

(A) Flow graph




(D) None of these 
Ans: B 

40. Minimum hamming distance method is used for connection of

(A) Algorithm errors



(B) Transcription errors
  (C) Semantic errors



(D) Syntactic errors 

Ans: D
41. The output of lexical analyzer is
(A) Strings of characters



(B) A set of tokens
 (C) Syntax tree




(D) A set of regular expressions 

Ans: B
42. Symbol table can be used for
(A) Storage allocation



(B) Checking type compatibility
  (C)Suppressing duplication of error messages
(D) All of these 

Ans: D
43.  Compiler can check _______ error.

(A) Syntax





(B) logical
  (C) content





(D) Both a and b 

Ans: A
44. Which of the following is language processor?

(A) Interpreters




(B) Assembler
  (C) Compilers




(D) All of these 
Ans: D
45. CFG (Context Free Grammar) can be recognized by a

(A) Push  down automata



(B) Finite  state automata
  (C) 2 way linear bounded automata

(D) Both a and c 

Ans: D
46. Handle pruning is the technique used to obtain

(A) Canonical reduction sequence

(B) Canonical derivation sequence
  (C) Both (a) and (b)



(D) None of these 

Ans: A
47. Semantic errors can be detected at
(A) Compile time only



(B) Run-time only
  (C) Both (a) and (b)



(D) None of these 

Ans: C
48. A permanent database in the general model of compiler is

(A) Source code




(B) Terminal table
  (C) Identifier table



(D) Literal table 
Ans: B
49. Which of the following actions an operator-precedence parser may take to recover from an error?

(A) Insert symbols onto the stack

(B) Delete symbols from the stack
  (C) Insert or delete symbols from the input
(D) All of these 
Ans: D
50. Which of the following system software resides in main memory always?

(A) Text editor




(B) Assembler
  (C) Linker





(D) All of these
 Ans: D
51. Left factoring is the process of factoring out the common

(A) Prefixes of alternates



(B) Suffixes  of alternates
  (C) Both(a) and (b)



(D) None of these 

Ans: A
52. __________ is/are parts of the compiler.
(A) Execution part




(B) Analysis part
(B) Synthesis part




(D) Both B and C 
Ans: D
53. How many parts of compiler are there?

(A) 2






(B) 4

(C) 6






(D) 8

 Ans: A
54. Which of the following is/are the phases of compiler?

(A) Code generation



(B) Syntax analyser
  (C) Lexical analyser



(D) All of these 
Ans: D
55. Compiler translates the source code to
(A) Machine code




(B) Executable code
  (C) Binary code




(D) Both A and C

Ans: D
56. Grammar of the programming is checked at compiler. _____ phase of

(A) Syntax analysis



(B) Semantic analysis
  (C) Code generation



(D) Code optimization 
Ans: A
57. Which of the following groups is/are token together into syntactic structures?

(A) Syntax analyzer




(B) Semantic analyzer

(C) Lexical analyzer




(D) Intermediate code generation

Ans: C
58. What is a compiler?
(A) A compiler is calculating device which is providing very efficient execution
(B) A compiler is a general purpose language providing very efficient execution
(C) A compiler converts the whole of a higher level program code into machine code in one step
(D) A compiler does a conversion line by line as the program is run 
Ans: C
59. A compiler which allows only the modified section of the source code to be recompiled is called

(A) Subjective compiler  

 (B) Dynamic compiler

(C) Re-configurable compiler  
(D) Incremental compiler
Ans: D   
60. Which of the following symbol table implementation has the minimum access time?

(A) Self-organizing list  


(B) Linear

(C) Search tree 




(D) Hash table
Ans: D
UNIT - II

1. Only OS independent compiler is
(A) Java compiler
 (B) Visual basic compiler
 (C) Pascal compiler
(D) Turbo C compiler 
Ans: A
2. The phase ‘Semantic Analysis’ is responsible for Compiler

(A) Check semantics   (B) Static checking
(C) Type checking

(D) All of these 
Ans: D
1. The errors that can be pointed out by the compiler are known as

(A) Internal errors
       (B) Logical errors
(C) Semantic errors

(D) Syntax errors 
Ans: D
2. What do you call the translator which takes assembly language program as input & produce machine language code as output?

(A) Assembler

(B) Compiler

(C) Debugger

(D) Interpreter 
Ans: A
3. Which of the following cannot be used as an intermediate code form?

(A) Quadruples




(B) Syntax trees
  (C) Three address codes



(D) Post fix notation 
Ans: A
4. Which of the following can be used to identify loops?

(A) Dominators
     (B) Reducible graphs
(C) Depth first ordering
(D) All of these 

Ans: D
5. The cost of developing a compiler is proportional to

(A) Flexibility of the available instruction set
(B) Complexity of the architecture of the target machine
(C) Complexity of the source language
(D) All of these 
Ans: D
6. Replacement of an expensive operation by a cheaper one is called

(A) Reduction in strength



(B) Loop-invariant computation
  (C) Code motion




(D) None of these 

Ans: A
7. Which of the following is not a source of error?

(A) Faulty design specification


(B) Faulty algorithm
  (C) Compilers themselves


(D) None of these 

Ans: D
  8. Replacement of an expensive operation by a cheaper one is called 
  (A) Reduction in strength



(B)  Loop – invariant computation

  (C) Code motion




(D) None of these
Ans : A

  9.  Which of the following is not a source of error ? 
  (A)  Faulty design specification


(B) Faulty algorithm
  (C) Compilers themselves



(D) None of these.
Ans : D
10. Programming languages can be categories as

(A) Assembly language



(B) High level language
  (C) Machine language



(D) All of these 
Ans: D
11. What is the meaning of a Compiler?

(A) Name given to the computer operator
(B) Part of the digital machine to store information
(C) Operator of Boolean algebra
(D) Translator to convert source program into object code 
Ans: D
12. Language used in a computer that is similar to the languages of human and is easy to understand, is referred as

(A) Object code
(B) Source code
      (C) Machine language
(D) High level language 
Ans: D
13. Which among the following is/are interpreted language?

(A) C++

(B) Java


(C) Visual basic
(D) Both B and C 

Ans: D
14. What is a notation for writing programs, which are specifications of a computation or algorithm?
(A) A programming language


(B) An operating system
  (C) Hardware




(D) Web browser 
Ans: A
15. What is the action of parsing the source program into proper syntatic classes?

(A) Syntax analysis



(B) Lexical analysis
  (C) Interpretation analysis


(D) General syntax analysis
Ans: B
16. _________ is a process of finding a parse tree for a string of tokens.

(A) Analysing

(B) Recognizing
(C) Parsing

(D) Tokenizing 

Ans: C
17. Representing the syntax by a grammar is advantageous. What is the cause?

(A) It is concise




(B) It is accurate
  (C) Automation becomes easy


(D) All of the above 

Ans: D
18. A grammar that produces more than one parse tree for some sentence is called as
(A) Ambiguous

(B) Regular

(C) Unambiguous
(D) All of these 

Ans: A
19. A  
______ is a software utility that translates code written in higher language into a low level language.

(A) Compiler


(B) Converter

(C) Text editor

(D) Code optimizer

Ans: A
20. Which programming languages are classified as low level languages?

(A) BASIC, COBOL, FORTRAN

(B) Assembly languages
  (C) Knowledge based Systems


(D) Prolog 2, Expert Systems 

Ans: B
21. A compiler translate high level programs into low level programs, which is called as
(A)Beta code
(B) Compiled code

(C) Source code
(D) Object code 

Ans: D
22. What is an interpreter?
(A) An interpreter is a decoder which provides very efficient execution
(B) An interpreter is a general purpose language providing very efficient execution
(C) An interpreter does the conversion line by line as the program is run
(D) An interpreter is the representation of the system being designed
Ans: D
23. The translator program used in assembly language is called

(A) Assembler




(B) Interpreter
  (C) Compiler




(D) Translator 

Ans: A
24. A(n) 
language reflects the way people think mathematically.

(A) Functional programming



(B) Cross platform programming

(C) 3 GL business programming


(D) Event driven programming

Ans : A
25. Pee Hole optimization  ____

   (A) Loop Optimization



(B) Local Optimization

   (C) Constant folding



(D) Data Flow analysis 

Ans : C

26. The optimization which avoids test at every iteration is?

  (A) Loop unrolling




(B) Loop jamming

 (C) Constant folding




(D) None of the mentioned 

Ans : A

27. Shift reduce parsers are  

 (A) Top down Parser




(B) Bottom Up parser

(C) May be top down or bottom up


(D) None of the mentioned

Ans:B

28. DAG representation of a basic block allows  

(A) Automatic detection of local common sub expressions

 (B) Detection of induction variables

(C) Automatic detection of loop variant

 (D) None of the mentioned 

Ans : A
29. Inherited attribute is a natural choice in  ____

(A) Tracking declaration of a variable

(B) Correct use of L and R values

 (C) All of the mentioned



(D) None of the mentioned 

Ans : A
30. An intermediate code form is  

(A) Postfix notation




(B) Syntax Trees

  (C) Three Address code



(D) All of the mentioned 

Ans : D
31. Which of the following actions an operator precedence parser may take to recover from an error?

 (A) Insert symbols onto the stack


(B) Delete symbols from the stack

 (C) Inserting or deleting symbols from the input
(D) All of the mentioned 

Ans : D
32. What is the output of lexical analyzer?

 (A) A set of regular expression


(B) Syntax tress

 (C) Set of Token




(D) String of Characters 

Ans : C
33. Which of the following is used for grouping of characters into tokens?

 (A) Parser






(B) Code optimization

 (C) Code generator




(D) Lexical analyser 

Ans : D

34. Shift reduce parsers are  ______

 (A) Top down parser




(B) Bottom up parser
 (C) Maybe both




(D) None of the mentioned 

Ans : B

35. A bottom up parser generates  

 (A) Right most derivation



(B) Right most derivation in reverse

 (C) Left most derivation



(D) Left most derivation in reverse 

Ans : B

36. What is garbage?

 (A) Unallocated storage






 (B) Allocated storage whose access paths are destroyed?

 (C) Allocated storage

 (D) Uninitialized storage 

Ans :B

37. An optimizing compiler  

 (A) Is optimized to occupy less space

(B) Is optimized to take less time for execution

 (C) Optimized the code



(D) None of the mentioned


Ans : C

38. Input to code generator is  

 (A) Source code




(B) Intermediate code

 (C) Target code




(D) All of the mentioned 

Ans : B

39. A synthesized attribute is an attribute whose value at a parse tree node depends on  ____

 (A) Attributes at the siblings only


(B) Attributes at parent node only

 (C) Attributes at children nodes only


(D) None of the mentioned


Ans : C

40. In a bottom up evaluation of a syntax direction definition, inherited attributes can  

 (A) Always be evaluated





 (B) Be evaluated only if the definition is L –attributed

 (C) Evaluation only done if the definition has synthesized attributes

 (D) None of the mentioned 

Ans : C
41. The graph that shows basic blocks and their successor relationship is called  

 (A) DAG






(B) Flow Chart

 (C) Control Graph




(D) Hamilton graph 

Ans : B
42.  ______
or scanning is the process where the stream of characters making up the source program is read from left to right and grouped into tokens.

 (A) Lexical Analysis

(B) Diversion
 
(C) Modelling

(D) None of the mentioned

Ans : A
43. _______________is a graph representation of a derivation.

 (A) The parse tree

(B) Oct tree

(C) Binary tree
(D) None of the mentioned

Ans : A
44. Assume that the SLR parser for a grammar G has n1 states and the LALR parser for G has n2 states. Hence which one is true?

 (A) N1 is necessarily less than n2


(B) N1 is necessarily equal to n2

 (C) N1 is necessarily greater than n2


(D) None of the mentioned 

Ans : B
45. Which of these is also known as look-head LR parser?

 (A) SLR



(B) LR


(C) LLR

(D) None of the mentioned 

Ans : C
46. What is the similarity between LR, LALR and SLR?

 (A) Use same algorithm, but different parsing table

 (B) Same parsing table, but different algorithm

 (C) Their Parsing tables and algorithm are similar but uses top down approach

 (D) Both Parsing tables and algorithm are different

Ans : A
47. An LR-parser can detect a syntactic error as soon as  _______

 (A) The parsing starts



(B) It is possible to do so a left-to-right scan of the input

(C) Parsing ends 



(D) It is possible to do so a right-to-left scan of the input
Ans : B
48. Which of these is true about LR parsing?

 (A) Is most general non-backtracking shift-reduce parsing

 (B) It is still efficient

 (C) Is most general non-backtracking shift-reduce parsing & It is still efficient

 (D) None of the mentioned 

Ans : C
49. Which of the following is incorrect for the actions of A LR-Parser i) shift s ii) reduce A->ß iii) Accept iv) reject?

 (A) Only i)


(B) i) and ii)

(C) i), ii) and iii)
(D) i), ii) , iii) and iv) 

Ans : C
50. If a state does not know whether it will make a shift operation or reduction for a terminal is called _______

 (A) Shift/reduce conflict   (B) Reduce /shift conflict    (C) Shift conflict

(D) Reduce conflict 

Ans : A
51. When ß (in the LR(1) item A -> ß.a,a) is not empty, the look-head  

 (A) Will be affecting




(B) Does not have any affect

 (C) Shift will take place



(D) Reduction will take place 

Ans : B
52. When there is a reduce/reduce conflict?

(A) If a state does not know whether it will make a shift operation using the production rule i or j 

for a terminal

(B) If a state does not know whether it will make a shift or reduction operation using the production 

rule i or j for a terminal

(C) If a state does not know whether it will make a reduction operation using the production rule i 

or j for a terminal

(D) None of the mentioned

Ans : C

53. When ß is empty (A -> ß.,a), the reduction by A-> a is done by  

 (A) If next symbol is a terminal


(B) Only If the next input symbol is a

 (C) Only If the next input symbol is A


(D) Only if the next input symbol is a 

Ans : D

54. The construction of the canonical collection of the sets of LR (1) items are similar to the construction of the canonical collection of the sets of LR (0) items. Which is an exception?

 (A) Closure and goto operations work a little bit different  (B) Closure and goto operations work similarly

 (C) Closure and additive operations work a little bit different

 (D) Closure and associatively operations work a little bit different 

Ans : A

55. What is terminal table?

 (A) Contains all constants in the program

 (B) Is a permanent table of decision rules in the form of patterns for matching with the uniform 

       symbol table to discover syntactic structure

 (C) Consist of a full or partial list of the token is as they appear in the program created by lexical 

       analysis and used for syntax analysis and interpretation

 (D) Is a permanent table which lists all keywords and special symbols of the language in symbolic 

       form 

Ans : D

56. Advantage of incorporating the macro-processor into pass 1 is that  

 (A) Many functions have to be implemented twice

 (B) Functions are combined not necessarily creating intermediate files as output from the macro-

processor and input to the assembler

 (C) More flexibility is provided to the programmer in that he may use all the features of the assembler in conjunction with macros

 (D) All of the mentioned

Ans : D

57. Which of the following is a phase of a compilation process?

 (A) Lexical Analysis




(B) Code Generation

 (C) Lexical Analysis & Code Generation

(D) None of the mentioned 

Ans : C

58. System program such as compiler are designed so that they are  

 (A) Re-enterable
(B) Non reusable

(C) Serially usable
(D) None of the mentioned 

Ans : A

59. A series of statements explaining how the data is to be processed is called  

 (A) Assembly

(B) Machine


(C) COBOL

(D) Program 

Ans : D

60. A loader is a program that  

 (A) Program that places functions into memory and prepares them for execution

 (B) Program that automates the translation of assembly language into machine language

 (C) Program accepting another program written in a high level language and produces as object 

       program

 (D) None of the mentioned 

Ans : A
UNIT III
1. A system program that setup an executable program in main memory ready for execution is?

  
a. Assembler

b. Linker

c. Loader


d. Load and go

         Answer : c
2. Which of the following system program forgoes the production of object code to generate absolute machine code and load it into the physical main storage location from which it will be executed immediately upon completion of the assembly?

a. Two pass assembler


b. Load and go assembler

c. Macro processor



d. Linker 

 Answer: b
3. Uniform symbol table  

a. Has all constants in the program

b. Permanent table of rules in the form of patterns for matching with the uniform symbol table to discover syntactic structure

c. Consists of full or partial list of the tokens as they appear in the program created by Lexical analysis and used for syntax analysis and interpretation

d. A permanent table which has all key words and special symbols of the language in symbolic form 

Answer: c
4. Assembler is a program that  

a) Puts programs into memory and executes them

b) Translates the assembly language into machine language

c) Writes in high level language and produces an object program

d) None of the mentioned 

Answer: b
5. A simple two-pass assembler does which of the following in the first pass?

a) It allocates space for the literals

b) Calculates total length of the program

c) Symbol table is built for the symbols and their value

d) All of the mentioned 

Answer: d
6. A shift reduce parser carries out the actions specified within braces immediately after reducing with the corresponding rule of grammar S—-> xxW ( PRINT “1”) S—-> y { print ” 2 ” } S—-> Sz { print ” 3 ” ) What is the translation of xxxxyzz using the syntax directed translation scheme described by the above rules?

a) 23131

b) 11233

c) 11231

d) 33211 

Answer: a
7. In operator precedence parsing whose precedence relations are defined  

a) For all pair of non-terminals

b) For all pair of terminals

c) To delimit the handle


d) None of the mentioned 

Answer: a

8. Which is the most powerful parser?

a) SLR

b) LALR

c) Canonical LR
d) Operator Precedence 

Answer: c
9. The address code involves  __________
A)Exactly 3 address
 


b) At most Three address

c) No unary operators


d) None of the mentioned

Answer: d
10. LR parsers are attractive because  _____________

a) It can be constructed to recognize CFG corresponding to almost all programming constructs

b) It does not backtrack

c) It can be constructed to recognize CFG corresponding to almost all programming constructs & It does not backtrack

d) None of the mentioned 

Answer: c
11. An intermediate code form is  

a) Postfix Notation
  b) Syntax Trees
c) Three address code
      d) All of the mentioned 

Answer: d
12. In a single pass assembler, most of the forward references can be avoided by putting the restriction  

a) On the number of strings/life reacts        (b) Code segment to be defined after data segment

b) On unconditional rump


(d) None of the mentioned 

Answer: b
13. Assembly code data base is associated with  

a) Code is converted into assembly

b) Table of rules in the form of patterns for matching with the uniform symbol table to discover syntactic structure

c) All of the mentioned

d) None of the mentioned 

Answer: a
14. What is the function of the syntax phase?

a) recognize the language and to cal the appropriate action routines that will generate the intermediate form or matrix for these constructs

b) Build a literal table and an identifier table

c) Build a uniform symbol table

d) Parse the source program into the basic elements or tokens of the language 

15. Answer: a
16. If E be a shifting operation applied to a function f, such that E(f) = f (x +β ), then?

a) E (αf+β g) = α E(f) +β E (g)

b) E (αf +β g ) =. ( α+ β ) + E (f + g)

c) E (αf +β g ) = α E (f+gβ)


d) E (αf +β g ) = αβ E (f + g) 

Answer: a
17. Pass I  

a) Assign address to all statements

b) Save the values assigned to all labels for use in pass 2

c) Perform some processing

d) All of the mentioned 

Answer: d
18. Which table is a permanent database that has an entry for each terminal symbol?

a) Terminal Table
   b) Literal Table
c) Identifier Table
d) None of the mentioned 

Answer: a
19. The root directory of a disk should be placed  

a) At a fixed address in main memory
b) At a fixed location on the disk

c) Anywhere on the disk


d) None of the mentioned 

Answer: b
20. The segment base is specified using the register named is?

a) ORG instructions



b) TITLE instruction

c) ASSUME instruction


d) SEGMENT instruction 

Answer: a
21. In what module multiple instances of execution will yield the same result even if one instance has not terminated before the next one has begun?

a) Non usable module   b) Serially usable
 c) Re-enter-able
d) None of the mentioned 

Answer: c
22. Which of the following is true for machine language?

a) Continuous execution of program segments

b) Depicting flow of data in a system

c) A sequence of instructions which solves a problem

d) The language which interacts with the computer using only the binary digits 1 and 0 Answer: d
23. The table created by lexical analysis to describe all literals used in the source program is?

a) Terminal table
b) Literal table

c) Identifier table
d) Reductions 

Answer: b
24. Which is not true about syntax and semantic parts of a computer language?

a) Semantics is checked mechanically by a computer

b) Semantics is the responsibility of the programmer

c) All of the mentioned


d) None of the mentioned 

Answer: d
25. Which of the following statement is true?

(A)SLR powerful than LALR

b) LALR powerful than Canonical LR parser

c) Canonical LR powerful than LALR parser d) The parsers SLR= Canonical LR=LALR Answer: c

26. Which of the following features cannot be captured by CFG?

a) Syntax of if-then-else statements

c) Syntax of recursive procedures

c) A variable is declared before its use
d) Matching nested parenthesis 

Answer: d

27. In which of the following no information hiding is done?

a) Compile prig 1,prig 2    b) Run test, prog
     c) Load R1, A
d) 001001000010101 

Answer: d

28. The identification of common sub-expression and replacement of run-time computations by compile-time computations is  

a) Local optimization 


b) Loop optimization

c) Constant folding



d) Data flow analysis 

Answer: c

29. The specific task storage manager performs  

a) Allocation/ deal location of programs

b) Protection of storage area assigned to the program

c) Allocation/ deal location of programs & protection of storage area assigned to the program

d) None of the mentioned 

Answer: c

30. When a computer is rebooted, a special type of loader is executed called?

a) Compile and GO ” loader


b) Boot loader

c) Bootstrap Loader



d) Relating Loader 

Answer: c

31. What is the disadvantage of  “Compile and GO ” loading scheme?

a) Memory is wasted because the case occupied by the assembler is unavailable to the object program

b) Necessary to translate the users program

c) It is very difficult to handle multiple segments, even when the source programs are in different languages and to produce orderly modular programs

d) All of the mentioned 

Answer: d

32. What is the function of the storage assignment?

a) Assign storage to all variables referenced in the source program

b) Assign storage to all temporary locations that are necessary for intermediate results

c) Assign storage to literals, and to ensure that the storage is allocated and appropriate locations are initialized

d) All of the mentioned 

Answer: d

33. Generation of intermediate code based on a abstract machine model is useful in compilers because  

a) Implementation of lexical analysis and syntax analysis is made easier

b) Writing for intermediate code generation

c) Portability of the front end of the compiler

d) None of the mentioned 

Answer: a

34. Which of the following module does not incorporate initialization of values changed by the module?

a) Non reusable module


b) Serially reusable module

c) Re-enterable module


d) All of the mentioned 

 
 Answer: a

35. The best way to compare the different implementations of symbol table is to compare the time required to  

a) Add a new name



b) Make an enquiry

c) Add a new name and make an enquiry
d) All of the mentioned 

Answer: d

36. Dynamic linking can cause security concerns because  

a) Security is dynamic


b) Security is Cryptographic
b)  Security is dynamic & Cryptographic procedures are not available for dynamic linking

d) Cryptographic procedures are not available for dynamic linking 

Answer: d

37. Which of the following statements is FALSE?

a) In up-typed languages, values do not have any types & Dynamic languages have no variables types

b) In up-typed languages, values do not have any types

c) Dynamic languages have no variables types

d) None of the mentioned

Answer: c

38. Which of the following is NOT an advantage of using shared, dynamically linked libraries as compared to statically linked libraries?

a. Smaller sizes of executable
  
(b) Lesser overall page fault rate in the system

c. Faster program start-up

d. Existing programs need not be re-linked to take advantage of newer versions of libraries

Answer: c

39. Consider the grammar rule. E -> E1 − E2 for arithmetic expressions. If E1 and E2 do not have any common sub expression, in order to get the shortest possible code.

a. E1 should be evaluated first

b. E2 should be evaluated first

c. Evaluation of E1 and E2 should necessarily be interleaved

d. Order of evaluation of E1 and E2 is of no consequence 

Answer: b
40. The grammar A ->AA |( A)| ε is not suitable for predictive-parsing because the grammar is

a) Ambiguous
b) Left-recursive
c) Right-recursive
d) An operator-grammar

Answer: a




41. Some code optimizations are carried out on the intermediate code because 

a) They enhance the portability of the complier to other target processors

b) Program analysis is name accurate on intermediate code than on machine code

c) The information from data flow analysis cannot otherwise be used for optimization

d) The information from the front end cannot otherwise be used for optimization 



Answer: b

42. An LALR(1) parser for a grammar can have shift-reduce (S-R) conflicts if and only if  

a) The SLR(1) parser for G has S-R conflicts

b) The LR(1) parser for G has S-R conflicts

c) The LR(0) parser for G has S-R conflicts

d) The LALR(1) parser for G has reduce-reduce conflicts 

Answer: b

43. The lexical analyzer takes 
as input and produces a stream of 
as output.

a) Source program, tokens


b) Token, source program

c) Either A and B



d) None of the mentioned 

Answer: a

44. The action of parsing the source program into proper syntactic classes is called  

a) Syntax analysis   
b) Lexical analysis   c) Interpretation analysis d) General syntax analysis 

Answer: b

44. What is the task of the lexical analysis?

a) None of the mentioned



b)  To build a literal and identifier table

c) To build a uniform symbol table


d) To build a uniform symbol table, literal and identifier table 

Answer: d

45. Compiler is a language translator but not an 
.


a) de-translator        b) preprocessor

c) language migratory

d) assembler 

       Answer : b

46. The front end of a language processor analyses 
and 
.

a. source program and semantics.

b. IR and syntax rule

c. source program and IR


d. semantic and lexical 

       Answer : b

45. The symbol table is built during 
.

a. lexical analysis.
b. semantic analysis.
c. syntax analysis
d. SP & TP analysis. 

Answer : a

46. The back end in the  compiler performs 

a. memory allocation.
b. code generation  c. memory allocation & code generation. d. linking

Answer : b

47. A compiler is a ___________ that reads a program written in one language, and translates it into an equivalent program in machine language.

    a. software 
   b. instruction 

c. phase


d. program 

Answer : d 

48. The two parts of compilers are
.

    a. lexical and synthesis.



b. source program and target program. 

    c . analysis and synthesis.



d. static checkers and interpreters. 

Answer : c

47. The 
part breaks up the source program into constituent pieces and creates an intermediate representation of the source program.

a. synthesis part.

b. analysis.

c. syntax.

d. argumentation.

Answer : c

48. Which is the tool that reads a program, analysis it and attempts to discover potential bugs without running the program?

a. Structure editors.
b. Static checkers.
c. Interpreters

d. Pretty pointers. 

Answer : b

49. The process of streaming of character that make up the source program which is read from left- to-right and grouped into tokens is called __
.

a. linear analysis.

b. hierarchical.

c. semantic analysis.

d. streaming analysis. 

 Answer : a

50. The first and second basic rules of the hierarchical structure of a program are 
.

a. any identifier or number is an expression.

b. defining expressions in terms of operators and non recursive.

c.  if identifier1:=exp2.

D. while (exp1) do statement2 if (exp1) then statement2. 

Answer : a

51. ________ are the formalization of recursive rules that can be used to guide syntactic analysis.

a. Grammar




b. Context sensitive grammar. 

c. Context-free grammar.



d. Syntax free grammar. 

Answer : c

52. A 
is a data structure containing a record for each identifier, with fields for the attribute for the identifier.

a. table.

  b. open file table.

c. symbol table.

d. lexical analyzer. 

Answer : c

53. The 
and 
phases usually handle a large fraction of the errors detectable by the compilers.

a. syntax ,semantics.




b. semantics ,lexical.

c. error handler ,code generator.


d. code generator ,semantics. 

 Answer : a

54. The intermediate representation has a form called 
which is like the assembly language for a machine in which every memory location can act like a register.

a. two address code.      b. single address code.
c. three address code.
      d. three tier instruction.

Answer : c

55. The final phase of the compiler is the generation of target code, consisting of replaceable___.

a. intermediate code.
b. semantic code.
c. machine code

d. buffer code 
Answer : c

56.  
 is a mnemonic version of machine code.

a. Rational preprocessors
    b. Parse code.
c. Intermediate code.

d. Assembly code 

Answer : d

57. Which of the following is true?
a) * has higher precedence than + 
b) – has higher precedence than *
c) + and — have same precedence 
d) + has higher precedence than *
Answer: b

58. Which one of the following is true at any valid state in shift-reduce parsing?
a) At the bottom we find the prefixes 
b) None of the mentioned
c) Stack contains only viable prefixes
 d) Stack consists of viable prefixes
Answer: c

59.  Which of the following pairs is the most powerful?
a) SLR, LALR
 b) Canonical LR ,LALR  c) SLR canonical LR 
d) LALR canonical LR
Answer: c

60. What is the maximum number of reduce moves that can be taken by a bottom-up parser for a grammar with no epsilon- and unit-production to parse a string with n tokens?
a) n/2

 b) n-1



c) 2n-1 



d) 2^n
Answer: b

UNIT IV
1. The program that performs the two functions of loading and link-editing is called as ________.
a. loaders.


b. linkers.

c. link-editor.


d. optimal code. 

ANS: A

2. Which one of the following is not included in front end?

a. Semantic

b. Syntactic

c. Lexical.


d. Target machine.

ANS: D

3.  _____is a process of determining if a string of tokens can be generated by a 
a. grammer. 

b. systemizationParsing
c. Translation


d. Phasing 

ANS: B

4. The technique used for speeding up the lexical analyzer is 
.

a. Schemes 


b. buffer


c. Semantics

d. sentinel


ANS: B

5. A 
is a sequence of characters in the source program that is matched by the pattern for a token.

A. fields  


b. table


c. lexeme 


d. pattern 

ANS: C

6. The phases of the compilers are collected into a 
and 
ends.


a. Primary , front.  
b. front, back.

c. First, last. 

          d. primary, posterior. 
ANS: B
7. A parse tree is called as 
syntax tree.
a. Abstract 

 b.concrete

c. comparative 

d. replicating 

ANS: B

8. Consider the statement count = count + increment; which is the token in the statement?

a. Count, increment.
b. Only count.

c.    ; 



d. + 

ANS:A

9.  
is the rule describing the set of lexemes that can represent a particular token in source program.

a. Lexeme 


b. Pattern

c. Source 


d. Syntax 


ANS: B

10. In the compiler model, the parser obtains a string of tokens from the 
.

a. rest of front end.



 b. symbol table.

c. Lexical analyzer 



d. source analyzer.

 ANS: C

11. The output from the parser is usually 
.

a. symbol table

b. string.

c. source programs.

d. parse tree. 
ANS:D

12. Panic mode is a type of 
strategy.

a. error detection.

b. error avoidance.
c. error recovery.

d. error creation.

ANS: C

13. Misspelling an identifier is an example for 
error.

a. Lexical


b. syntactic

c. semantic


d. logical 
ANS: A

14. If an operator is applied to an incompatible operand then it is an example for 
error.

a. Lexical


b. syntactic

c. semantic


d. logical 
ANS: C

15. Usually the error detection and recovery is a compiler is done in 
phase.

a. Lexical


b. syntax

c. semantic

d. logical 
ANS: B

16. Which of the following is not an error recovery strategy?

a. Panic mode.

b. Phrase level.
c. Error reproduction.
     d. Global correction.

ANS: C

17. The manner in which the terminals and non terminals can be combined to form strings deals with _______ of a grammar.

a. start symbol.




b. forward reference.

c. backward reference.



d. production 
ANS: D

18. Rightmost derivations are also called as 
derivations.

a. Conical


b. canonical

c. triangular

d. depth first
ANS: B

19. A grammar that produces more than one parse tree for some sentence  is said to be 
.

a. Ambiguous

b. semantic

c. syntactic

d. unambiguous
ANS: A

20. An efficient non-backtracking from of top-down parser is called 
.

a. unpredective parser.



b. predictive parser.

b. ambiguous parser. 



d. sematic parser. 

ANS: B
21. Given an arbitrary non-deterministic finite automaton (NFA) with N states, the maximum number of states in an equivalent minimized DFA is at least?
a) N2


b) 2N


c) 2N


d) N!
Answer: c

22. What can be said about a regular language L over {a} whose minimal finite state automaton has two states?
a) L must be {an| n is odd}


b) L must be {an| n is even}
c) L must be {an| n is even}
d) Either L must be {an | n is odd}, or L must be {an | n is even}

Answer: d

23. The reorganizing capability of NDFA and DFA is?
a) May be different



b) Must be different
c) Must be same




d) None of the mentioned
Answer: c

24. Which of the following is not regular?
a) String whose length is perfect square and consists of 0s
b) Palindromes consisting of 0’s and 1’s
c) String whose length is perfect square and consists of 0s & Palindromes consisting of 0’s and 1’s
d) None of the mentioned

Answer: c

25. The idea of cache memory is based __________
a) On the property of locality of reference
b) On the fact that references generally tend to cluster
c) On the heuristic 90-10 rule


d) All of the mentioned
Answer :a
26. Which grammar gives multiple parse trees for the same string?
a) Unambiguous

b) Regular

c) Ambiguous


d) All of the above
Answer : c
27. Which of the following is not a weighted code?
a) Decimal Number system


b) Excess 3-cod
c) Binary number System



d) None of the mentioned
Answer: b

28. The average time required to reach a storage location in memory and obtain its contents is called the _____
a) Seek time




b) Turnaround time
c) Access time




d) Transfer time
Answer: c

29.  (2FAOC) 16 is equivalent to __________
a) (195 084)10




b) (195 084)10 & (001011111010 0000 1100)2

c) (001011111010 0000 1100)2


d) None of the mentioned
Answer: b

30. The circuit used to store one bit of data is known as_______
a) Register





b) Encoder
c) Decoder





d) Flip Flop
Answer: d
31. Computers use addressing mode techniques for ____________
a) Giving programming versatility to the user by providing facilities as pointers to memory counters for loop control
b) To reduce number of bits in the field of instruction
c) Specifying rules for modifying or interpreting address field of the instruction
d) All of the mentioned
Answer: d

32. What characteristic of RAM memory makes it not suitable for permanent storage?
a) Too slow




b) Unreliable
c) It is volatile




d) Too bulky
Answer: c


33. The amount of time required to read a block of data from a disk into memory is composed of seek time, rotational latency, and transfer time. Rotational latency refers to ______
a) The time it takes for the platter to make a full rotation
b) The time it takes for the read-write head to move into position over the appropriate track
c) The time it takes for the platter to rotate the correct sector under the head
d) None of the mentioned
Answer: a

34. 1. Suppose that a bus has 16 data lines and requires 4 cycles of 250 nests each to transfer data. The bandwidth of this bus would be 2 Megabytes/sec. If the cycle time of the bus was reduced to 125 nsecs and the number of cycles required for transfer stayed the same what would the bandwidth of the bus?
a) 1 Megabyte/sec




b) 4 Megabytes/sec
c) 8 Megabytes/sec



d) 2 Megabytes/sec
Answer: d.

35. Floating point representation is used to store ____________
a) Boolean values




b) Whole numbers
c) Real integers




d) Integers
Answer: c.
36. SIMD represents an organization that ______________
a) Refers to a computer system capable of processing several programs at the same time
b) Represents organization of single computer containing a control unit, processor unit and a memory unit
c) Includes many processing units under the supervision of a common control unit
d) None of the mentioned
Answer: c
37.  Which phase of the compiler is Syntax Analysis?
a) First


b) Second

c) Third

d) None of the mentioned
Answer: b

38. Syntax Analyser is also known as ___________
a) Hierarchical Analysis



b) Hierarchical Parsing
c) None of the mentioned



d) Hierarchical Analysis & Parsing
Answer: d

39. From where it takes its input from?
a) Lexical analyser



b) Syntactic Analyser
c) Semantic Analyser



d) None of the mentioned
Answer: a

40. A grammar for a programming language is a formal description of _______________
a) Syntax


b) Semantics

c) Structure

d) Library
Answer: c
41. Which of these is not true about the Symbol Table?
a) All the labels of the instructions are symbols

b) Perform the processing of the assembler directives
c) Created during pass 1




d) Table has entry for symbol name address value
Answer: b
42. Which of these features of assembler are Machine-Dependent?
a) Instruction formats



b) Addressing modes
c) Program relocation



d) All of the mentioned
Answer: d.

43. A compiler can check?
a) Logical Error




b) Syntax Error
c) Both Logical and Syntax Error


d) Not Logical and Syntax Error
Answer: b
The fourth Generation computer was made up of ______________
a) Transistor

b) Vacuum tubes
c) Chips
d) Microprocessor chips

Answer: d
44. A non relocatable program is the one which?
a) Cannot execute in any area of storage other than the one designated
b) Consists of a program and information for its relocation
c) None of the mentioned
d) All of the mentioned
Answer: a
45.  A relocatable program form is one which?

a) Cannot execute in any area of storage other than the one designated
b) Consists of a program and information for its relocation
c) None of the mentioned



d) All of the mentioned
Answer: c
46.  A self-relocating program is one which?
a) Cannot execute in any area of storage other than the one designated
b) Consists of a program and information for its relocation
c) None of the mentioned
d) All of the mentioned
 Answer: c
47. Scissoring enables ______________
a) A part of data to be displayed


b) Entire data to be displayed
c) Full data display on full screen


d) No data to be displayed
 Answer: a
48. Which of the following can be accessed by the transfer vector approach of linking?
a) External data segments



b) External sub-routines
c) Data located in other procedure

d) All of the mentioned
 Answer: b

49. Relocation bits used by relocating loader are specified by ____________
a) Relocating loader itself



b) Linker
c) Assembler




d) Macro processor
Answer: b

50. Which of the following module does not incorporate initialization of values changed by the module?
a) Non reusable module



b) Serially reusable module
c) Re-enterable module



d) All of the mentioned
 Answer: a
51. Generation of intermediate code based on a abstract machine model is useful in compilers because ____________
a) Implementation of lexical analysis and syntax analysis is made easier
b) Writing for intermediate code generation
c) Portability of the front end of the compiler
d) None of the mentioned
 Answer: a
52. The best way to compare the different implementations of symbol table is to compare the time required to ____________
a) Add a new name



b) Make an enquiry
c) Add a new name and make an enquiry

d) All of the mentioned 

Answer: d
53. In a single pass assembler, most of the forward references can be avoided by putting the restriction ___________
a) On the number of strings/life reacts

b) Code segment to be defined after data segment
c) On unconditional rump



d) None of the mentioned

 Answer: b

54. If E be a shifting operation applied to a function f, such that E(f) = f (x +β ), then?
       a) E (αf+β g) = α E(f) +β E (g)


b) E (αf +β g ) =. ( α+ β ) + E (f + g)
c) E (αf +β g ) = α E (f+gβ)



d) E (αf +β g ) = αβ E (f + g)
Answer: a
55. Pass I ______________
a) Assign address to all statements



b) Save the values assigned to all labels for use in pass 2
c) Perform some processing
d) All of the mentioned
Answer: d

56.  Which table is a permanent database that has an entry for each terminal symbol?
a) Terminal Table



b) Literal Table
c) Identifier Table



d) None of the mentioned
Answer: a

57.  Which of the following functions is performed by loader?
a) Allocate memory for the programs and resolve symbolic references between objects decks
b) Address dependent locations, such as address constants, to correspond to the allocated space
c) Physically place the machine instructions and data into memory
d) All of the mentioned

Answer: d


58. The root directory of a disk should be placed ___________
a) At a fixed address in main memory

b) At a fixed location on the disk

c) Anywhere on the disk


d) None of the mentioned
Answer: b
59. Which of the following is true for machine language?
a) Continuous execution of program segments
b) Depicting flow of data in a system
c) A sequence of instructions which solves a problem
d) The language which interacts with the computer using only the binary digits 1 and 0
Answer: d
60. Software that measures, monitors, and controls events are ___________
a) System S/w




b) Real Time software
c) Scientific software



d) Business Software
Answer: b

UNIT V
1. The syntax trees and DAGs are 
representations.

a. Pictorial 

b.virtual

c.linear 

d. graphical 

ANS: d
2. Postfix notations are 
representations.

a. Linear


b. graphical

c. virtual

d. three-address.

  ANS: a
3. The architecture of 
has a significant impact on good code generation.

a. code generator.

b. code optimizer
c. target machine
d. source machine. 
ANS: a
4. Producing a relocatable machine language program is often called 
.

A. code module




b. program module

c. object module




d. data module. 
ANS: b
5. The 
must map the IR program into a code sequence that can de executed.

a. code analyzer.




b. code optimizer

c. code synchronizer



d. code generator. 
ANS: d
6.  
are the fastest computational unit of a target machine.

a. Compiler




b. Analyzer

c. Register





d. Generator. 
ANS: c
7. Flow of control can enter the basic block only through 
of the block.

a. end instruction.




b. first instruction

c. middle instruction



d. leader  instruction.

ANS: a
8. The basic block becomes the mode of 
.

a. control graph.




b. data graph

c. flow graph




d. sequence graph.
ANS: b
9. The first instruction of a basic block is 
.

a. first block.

b. leader block

c. header block
d. pointer block.
ANS: d
10. Any instruction that follows conditional and unconditional jumps is 
.

a. Leader


b. jump

c. header

d. first 

ANS: a
11.  
can be represented in any form of data structure that is appropriate for graphs.

a. Control graphs.

b. Data graphs.
c. Coded graphs
d. Flow graph 
ANS: d
12. Many code transformations depend upon the 
of loops in a flow graph.

a. Conditions

b. jump

c. execution

d. identification 

ANS: c
13. Local optimization enables improvement in 
of code.

a. Efficiency

b. running time
c. execution time
d. compile time 
ANS: c
14. The important step in local optimization is transforming basic block to 
.

a. leader.


b. flow graph.

c. dag.


d. IR. 
ANS: c
15. DAG representation helps to eliminate 
.

a. data redundancy
b. interrupts.

c. redundant code.
d. dead code. 
ANS:d
16.  
keeps track of the variables whose current value is in that register.

      a. Register counter



b. Address descriptor.

      c. Stack pointer.




d. Register descriptor.
 ANS: d
17.  
function selects the register for each associated memory location.

a. getReg( ).

b. ndReg( ).

c. selReg( ) 

d. memReg( ). 
ANS: a
18. A 
is a program that converts source language into target language.

a. Compiler

b. assembler

c. translator

d. analyzer 
ANS: a
19. Two parts of compilation are 
.

a. analysis  and compilation. 


b. analysis and conversion.

c. static and dynamic.



d. analysis and synthesis. 
ANS: d
20. A 
takes as input a sequence of command s to build a source program.

a. pretty printers.

b. structure editors.
c. static checkers.
d. interpreters 
ANS: b
21.  
is called parsing.

a. Hierarchical analysis. 



b. Semantic analysis.

c. Synthetic analysis.



d. Syntax tree. 
ANS: a
22. A 
is a compressed representation of parse tree in which operators appear as interior nodes and operands are children of the node.

a. genetic tree

b. specific tree

c. syntax tree

d. binary tree. 
ANS: c
23.  
are a formalization of recursive rules that can be used to guide syntactic analysis.

a. Context free grammar.



b. Lexical grammar.

c. Symbol table.




d. Semantic analysis.
ANS: a
24. Type checking is performed by 
.

     a. syntactic analysis
b. semantic analysis.
c. lexical analysis.
d. schematic  analysis. 
ANS: b
25. Link editing is performed by 
.

a. Linker


b. assembler

c. translator

d. loader

ANS: d
26. When code of one file refers to a location in another file then it is 
.

a. internal references.



b. external references.

c. mutual references.



d. explicit references. 
ANS: b
27. In a compiler, 
converts the stream of input characters into a stream of tokens

a. syntax analyzer.
b.semantic analyzer 
c. type checker

d. lexical analyzer. 
ANS: d
28. A grammar is 
when a grammar have more than one parse tree generated with given sets of strings

a. Unambiguous

b. absolute

c. ambiguous

d. reliable 
ANS: c
29. A 
is an input output mapping with syntax directed definition.

a. Notation

b. symbol

c. translation

d. compilation 
ANS: c
30. A parse tree showing the attribute values at each node is called 
parse tree.

a. Inherited

b. ambiguous

c. production

d. annotated 
ANS: d
31.  
is the process of determining if a string of tokens can be generated by a grammar

a. Parsing


b. Compiling

c. Analyzing

d. Translating 
ANS: a
32. The term 
denotes any finite set of symbols.

a. Strings


b. languages

c. alphabet

d. digits 

ANS: c
33. A Language denoted by a regular expression is 
.

a. regular language.  
b. regular grammar. 
c. regular alphabet. 
d.regular set. 

ANS: d
34. A deterministic finite automaton is a special case in which no state has 
.

a. e-transition

b. one transition.
c.two transition.
d. three transition.

ANS: a
35. Misspelling of an identifier falls under 
error.

a. Logical


b. semantic

c. syntactic

d. lexical 

ANS: d
36.  
are syntactic variable that denote set of strings

a. Terminal.

b.Non terminal.
c. Notational variables. d. Semantic variables. 

ANS: b
37. The digits 0,1,2..9 are called 
.

a. non terminal

b. production

c. derivations

d. terminals 
ANS: d
38. A 
is a collection of rules for assigning type expressions to various parts of a program.

a. System


b. type system.
c.semantic system.
d.lexical system. 
ANS: b
39.  
rules govern the formation of valid statements in source language.

a. Lexical


b. Syntax

c. Semantic

d. Analysis 
ANS: b
40. The 
performs lexical, syntax and semantic analysis of SP.

a. back end.

b. front end.

c. middle end.

d. middle wall end.

ANS:b
41. Code generation can be considered as the?
    a. first phase of compilation


b. second phase of compilation
    c. third phase of compilation


d. final phase of compilation

Ans : d


42. ___________ is a tool that depicts the structure of basic blocks, helps to see the flow of values flowing among the basic blocks, and offers optimization too.
a. DAG


b. CAG

c. SAG

d. PAG

Ans : a

43. Which language is accepted by the push-down automata?

. Type 0 language



b. Type 1 language


c. Type 2 language



d. Type 3 language

Ans : c


44. In Algebraic expression simplification, a = a + 1 can simply be replaced by?
a. a






b. INC a


c. DEC a





d. MUL a

Ans : b

45. x * 2 can be replaced by x << 1 is an example of?
a. Algebraic expression simplification

b. Accessing machine instructions
c. Strength reduction




d. Code Generator

Ans : c

46. The following code is an example of?
void add_ten(int x)

{

   return x + 10;

   printf(""value of x is %d"", x);

}

a. Redundant instruction elimination

b. Unreachable code
c. Flow of control optimization


d. None of the above

Ans : b

47. How many descriptors are used for track both the registers (for availability) and addresses (location of values) while generating the code?
a. 2



b. 3


c. 4

d. 5

Ans : a

48. __________ are used to keep track of memory locations where the values of identifiers are stored.
a. Register descriptor




b. Address descriptor
c. Both A and B




d. None of the above

Ans : b


49. Code generator uses ______ function to determine the status of available registers and the location of name values.
a. setReg


b. cinReg

c. pfReg

d. getReg

Ans : d

50. Which of the following is not a form of Intermediate representation?
a. Abstract Syntax Tree



b. 3-address code
c. Directed cyclic Graph



d. Reverse Polish Notation

Ans : c
51. Which of the following known as the text part of a program that does not change at runtime. Its memory requirements are known at the compile time?
a. Code

b. Procedures 


c. Variables 

d. All of the above

Ans : a
52. A procedure has a start and an end delimiter and everything inside it is called the body of the procedure.


a. TRUE





b. FALSE
c. A procedure has a start with delimiter but not end with delimiter.
d. A procedure has a not start with delimiter but end with delimiter.

Ans : a

53. In activation record, Which of the following Stores the address of activation record of the caller procedure?
A. Access Link
b. Actual Parameters

c. Control Link
d. Temporaries

Ans : c

54. Whenever a procedure is executed, its activation record is stored on the stack, also known as?
a. Access Stack

b. Control stack
c. Formal Stack
d. Return Stack

Ans : b
55. _________ are known at the runtime only, unless they are global or constant.
a. values


b. Object

c. Variables

d. All of the above

Ans : c

56. The location of memory (address) where an expression is stored is known?
a. r-value


b. k-value

c. l-value

d. t-value

Ans : c

57. What is true about Formal Parameters?
a. These variables are declared in the definition of the called function.
b. These variables are specified in the function call as arguments.
c. Variables whose values or addresses are being passed to the called procedure are called Formal Parameter.
d. All of the above

Ans : a

58. In which mechanism, the calling procedure passes the r-value of actual parameters and the compiler puts that into the called procedure’s activation record?
a. Pass by Reference

b. Pass by Name
c. Pass by Copy-restore
d. Pass by Value

Ans : d

59. In which mechanism, the name of the procedure being called is replaced by its actual body?
a. Pass by Reference

b. Pass by Name
c. Pass by Copy-restore
d. Pass by Object
Ans : b

60. What will be error?   7 = x + y;

a. l-value error

b. r-value error
c. Infinite loop


d. Both A and B

Ans : a
